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The Thiele-Wilson system, a simple model of a linear, triatomic molecule, has been studied extensively
in the past. The system exhibits complex molecular dynamics including dissociation, periodic trajec-
tories, and bifurcations. In addition, it has for a long time been suspected to be chaotic, but this has nev-
er been proved with mathematical rigor. In this paper, we present numerical results that, using interval
methods, rigorously verify the existence of transversal homoclinic points in a Poincaré map of this sys-
tem. By a theorem of Smale, the existence of transversal homoclinic points in a map rigorously proves

its mixing property, i.e., the chaoticity of the system.

PACS number(s): 05.45.+b, 02.70.Rw, 34.30.+h

I. INTRODUCTION

Since the invention of modern computers, numerical
methods provide a useful tool to study the properties of
dynamical systems. The entire theory of chaos in dynam-
ical systems would probably not have been invented
without the possibility to explore orbits and trajectories
of nonlinear dynamical systems through a numerical
solution of the underlying equations of motion.

However, due to rounding and truncation errors, the
results of numerical studies are in general not exact, but
only approximate the true solutions. Especially for
chaotic systems (which exhibit an extreme sensitivity of
the solutions of the equations of motion with respect to
the initial value), the slightest numerical error may cause
numerically calculated solutions to be completely wrong
and useless. Consequently, when the chaoticity of a
dynamical system is to be proved rigorously through nu-
merical studies, one must pay close attention to the ques-
tion of the reliability of the computed results.

Interval analysis is a branch of mathematics that pro-
vides a very elegant way to obtain numerical results with
proven reliability. When one adopts the methods of in-
terval analysis appropriately, the obtained results
rigorously enclose the exact solution in a box. If a cer-
tain property can be shown to hold for all points inside
the box, this property must also be true for the exact
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solution. As a mathematical theory, interval analysis is
based on definitions, lemmas, theorems, and their proofs.
The interested reader is referred to Moore [1] (elementa-
ry) and Neumaier [2] (advanced) for an introduction to
interval analysis. The present paper extends the tech-
nique of Neumaier and Rage [3], designed for applica-
tions to discrete dynamical systems, to a simple
continuous-time dynamical system, the so-called Thiele-
Wilson system, which has often been used as a model for
a collinear triatomic molecule.

Specifically we prove with mathematical rigor that a
Poincaré map of this system contains at least one homo-
clinic fixed point. From its existence it follows that the
phase space of this system is mixing (the Smale-Birkhoff
theorem; cf. [12], p. 252). This property is generally tak-
en as a definition of “local” or “topological” or “soft”
chaos of the system. In contrast to ‘“hard” chaos, such a
system also contains regular regions (cf. Figs. 3 and 4),
whose size can vary depending on energy and system pa-
rameters, but which cannot be determined by the method
used here for the proof.

In Sec. II we briefly discuss the Thiele-Wilson system.
We introduce Poincaré maps of this system in Sec. III
and explain in Sec. IV the chaos criterion that we attempt
to verify for a specific Poincaré map. Section V provides
a short discussion of the interval techniques we use to
rigorously implement this chaos criterion into a
computer-assisted proof. Finally, we present in Sec. VI
the numerical results that verify the chaos criterion for
the Thiele-Wilson system. We end with a short discus-
sion in Sec. VIL

II. THE THIELE-WILSON SYSTEM

Consider a collinear, triatomic molecule in the absence
of external forces and molecular rotation (i.e., total ener-
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FIG. 1. A schematic sketch of the collinear, triatomic mole-
cule.

gy, center of mass, and total momentum are conserved,
and the latter is zero). The geometry of the model is
shown in Fig. 1. In terms of the internal coordinates r;
(i=1,2) and their canonical conjugate momenta p;, the
Hamiltonian H(r;,p;) of this system has the form

mytmy; , my+m; 1

H= + _— +V(r,, .
2m1m3p1 2m2m3p2 m3P1P2 (ry,ry)

(1)

The Thiele-Wilson (or Double Morse) system is ob-
tained by choosing m;=m, for the outer atom masses
and taking the potential energy V to be a sum of two
equal Morse potentials between adjacent atoms, viz.,

V(r,r,)=V,(r)+Vy(r,)+D , (2)

with

Blro—r)
e 0

V.(r)=D (e?0 7" —2) 3)

This model was introduced by Thiele and Wilson [4] in
1961 and has been studied repeatedly, e.g., in [5-10]. A
common choice of the system parameters (which we
adopt) is

m,=m,=m;=1.66054X10""7 kg (=1u), 4
D=4.74615 eV , (5)
B=1.974X10°m™ !, 6

FIG. 2. Equipotential lines of the double Morse well for in-
teger energies between —4 and 4 eV. The symmetric stretch at
E=—1¢V is shown as a thick line.

ro=0.74127X10" " m . (7

With these values, the model approximates a collinear
H,™ system in its electronic ground state quite well. Fig-
ure 2 shows equipotential lines of this system for integer
energies between —4 and 4 eV. Notice that the energy
scale in (2) is chosen such that the first dissociation limit
is at energy E =0 eV. In the following we always consid-
er this system at the energy E = —1 eV. The thick line in
Fig. 2 corresponds to a simple periodic trajectory, called
the symmetric stretch of this system at this energy. The
period T of this trajectory is approximately 7'=13.5208
fs.

III. POINCARE MAPS

To define a general Poincaré map in our system, we

perform a linear transformation of coordinates
(ry,ry)—(x,,x,) through
Ry Ta
xl =
ny | |\f2 74
(8)
GRS a;
X2 ny r, —ay |’

where (n,,n,) is the normal vector and (a,,a,) a particu-
lar point of a line called surface of section in (r,r,) space.
The momentum variables x; and x, are chosen canoni-
cally conjugate to x; and x,, respectively. In terms of
these Poincaré coordinates x =(x,x,,x3,%,), Hamilton’s
equations of motion,

__OH

L _OH ., _®H . _ oo
. T T ax, ¢ ox, ’

9)

define a system of ordinary differential equations of the
form x =g(x).

The Poincaré map of some trajectory x(t) is obtained
by integrating this system from an initial value x° at
t=0, and tracing out the sequence (x,(¢;),x;(¢;)) of
points at times ¢; at which x,(#;)=0 and x,(¢;)>0. One
can show that this procedure defines a two-dimensional,
area conserving, invertible map Fz: DCR?—D through

FE(xl(tj ),x3(tj)):=(x1(tj+1),X3(tj+i)) ’ (10)

which is called the Poincaré map. The index E on F
expresses the fact that—for a given surface of section—
the map does only depend on the (conserved) system en-
ergy E=H(x), which can be considered as a continuous
parameter. Note that a periodic trajectory produces a
periodic orbit in any Poincaré map of the system, and
that the stability type of the orbit will be the same as the
stability type of the trajectory. Thus, Poincaré maps
reduce our problem of studying a four-dimensional flow
to the study of a family of two-dimensional maps.

Figure 3 shows an approximate phase portrait of a typ-
ical Poincaré map of the Thiele-Wilson system for

ny=n,=1m~!, a;,=a,=0.8X10" " m .
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FIG. 3. Phase portrait of a typical Poincaré map of the
Thiele-Wilson system (E=—1 eV, n,=n,=1 m™}, a,=a,

=0.8X10" 19 m).

To create this picture, 500 iterates of 10 different suitably
chosen starting points (x9,x3) were calculated approxi-
mately by numerical integration of the corresponding ini-
tial value problem:

x(1)=g(x(1)), x(t=0)=x°, (11)

using a Gear-Hybrid integration routine. An interactive
FORTRAN program to produce and analyze phase por-
traits of Poincaré maps of the Thiele-Wilson system was
provided by Seiter [11]. We do not discuss the details of
this picture, but only state that it shows a very regular
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FIG. 4. Phase portrait of a Poincaré map of the Thiele-
Wilson system (E=—1 eV, n,=—n,=1 m’!, a,=a,
=0.8X107 % m).
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pattern, which can be described as hierarchy of islands.
The interested reader is referred to the textbooks of
Guckenheimer and Holmes [12] or Tabor [13] for a gen-
eral discussion of the dynamics of nonlinear dynamical
systems.

Figure 4 shows a phase portrait of a Poincaré map with
a different surface of section. In contrast to Fig. 3, this
picture exhibits much less regular patterns but most
points seem to be scattered quite randomly in the plane.
Phase portraits like those of Figs. 3 and 4 are usually in-
terpreted as a proof of chaos in the system. However,
since we want to establish here a mathematically rigorous
proof of chaos, we have to use a precise criterion for
chaos, which we take from Smale [14].

IV. THE CHAOS CRITERION

We briefly discuss the chaos criterion that we attempt
to prove for the Poincaré map shown in Fig. 4. More ex-
tensive discussions can again be found in Refs. [12] or
[13].

For any fixed point x* of a invertible map F with in-
verse F~ ! its stable and unstable sets W%x*) and
W*(x*) are defined through

Wi(x*):={x €Q/ lim F'(x)=x*) (12)
and
W4x*):={x€Q| lim F""(x)=x*}, (13)

respectively. These sets are nonempty, invariant under F,
and —in the case of an area preserving map—form mani-
folds of D (cf. Smale [14]).

The symmetric stretch of the Thiele-Wilson system is
(at most system energies) an unstable trajectory that pro-
duces a hyperbolic fixed point x*=(x},x3)=(0,0) in
those Poincaré maps for which the surface of section
satisfies n;, =—n, and @, =a,. Through a careful choice
of starting points (analogous to the description in [3]),
parts of the two manifolds of the hyperbolic fixed point
x *=(0,0) were traced out in Fig. 5. One clearly sees the
hyperbolic fixed point in the center of the picture,
marked through a transversal crossing of the two mani-
folds.

Note that, close to the fixed point x *, the two mani-
folds look almost linear. This illustrates the observation
that close to a fixed point x* any map F is well approxi-
mated by the linear mapping

F(x)=x*+F'(x*)(x—x*).
The matrix F'(x*), the Jacobian of F at x *, is defined by
__OF;(x*)

’ *\ —
Fj(x*) ax,

(14)

Figure 5 suggests that there exist transversal intersec-
tions of the two manifolds distinct from the fixed point;
any such intersection point is called a transversal homo-
clinic point. It is a result of Smale [14] that a conserva-
tive map containing at least one transversal homoclinic
point is a mixing system, and therefore (by definition)
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FIG. 5. Stable and unstable manifolds of the hyperbolic un-
stable fixed point of the Poincaré map of Fig. 4.

chaotic at least in the vicinity of the hyperbolic fixed
point. Consequently, if Fig. 5 was an exact picture, i.e., if
the two lines would exactly show parts of the manifolds
of the fixed point, it would be a sufficient proof of the
chaoticity of the Thiele-Wilson system.

However, the two lines were constructed by connecting
some points that were calculated via an approximate
method to solve the equation of motion of the system.
Figure 5 therefore give us only (at best) an approximate
picture of the manifolds of the system, and—from the
point of view of a mathematician—cannot serve as a
proof of anything.

V. INTERVAL TECHNIQUES

In the following, we describe a strategy to rigorously
prove the existence of one of the transversal homoclinic
points that are present in Fig. 5. To do so, we first recall
some basic definitions of interval analysis: (i) An interval
x is defined as a closed subset of the real line R; (ii) an in-
terval vector is a vector with interval components, and an
interval matrix is a matrix with interval entries; (iii) with
F: DCR"—R"™ being a function, an interval enclosure y
of the image F(x) of an interval (vector) x is an interval
(vector) that satisfies

F(x)Ey forall XEx ; (15)

and (iv) with F’ being the Jacobian of a function F, an in-
terval enclosure Y of the Jacobian F'(x) of an interval
(vector) x is an interval (matrix) that satisfies

F'(x)EY forallxEx . (16)

Additionally, we introduce the term linear enclosure:
Consider a curve x(t) (e.g., a trajectory or a manifold)
that is parametrized through the parameter z. A local
representation of x (z) is given through a point x(z,) of
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the curve and the tangent vector K(x(z,)) of the curve at
x(tg). In a similar way, a local enclosure of the curve in-
side an interval vector is established through an interval
3 and interval vectors (2, x,, and K such that

(i) for any t €2, the corresponding point x(t) is con-
tained in Q; (ii) for any ¢t €2, the tangent vector of the
curve at the point x (¢) is contained in K; and (iii) at least
for one tyEZ, the interval vector x, encloses the point
x(tg) of the curve.

We call such a local enclosure of a curve a linear enclo-
sure and use the shorthand notation x(#)€ {Q,2,x,,K}.
A graphical representation of a linear enclosure of a
two-dimensional curve is contained in [3].

A. Rigorous verification of transversal
homoclinic points

A complete discussion of the mathematical back-
ground and computer implementation of this method to-
gether with its application to Chirikov’s standard map is
given in Neumaier and Rage [3]. Here, we briefly explain
the main steps of the underlying strategy. To ease the
formulation, let W*(t) [W*(t)] denote parametrizations
of the stable [unstable] manifold of the hyperbolic fixed
point, respectively. These parametrizations are chosen
such that W*0) and W*(0) both describe the hyperbolic
fixed point.

In a first step, one has to verify rigorously the existence
of a hyperbolic fixed point x* of the map and to con-
struct a narrow interval enclosure of it. Next, one con-
structs linear enclosures {Q°/% x*,3/* K*/*} of the two
manifolds W*/* of the hyperbolic fixed point for some
narrow intervals Q°/* that enclose x*. This is done
through the construction of appropriate intervals 3°/*
and K*/* from the calculation of F'(Q*) and F'~1(Q¥).

By choosing special values for the four parameters ¢
and 8°/%, and with

X}/ =x*+ Ky (17)

one defines linear enclosures {Q” uxy,[—874,86%4),
K*’*} that select small pieces of the linear enclosures
(Q5/ x*, 35/ K/*]. As the two manifolds are invari-
ant under F and F !, these small pieces can be iterated
N*/“ times along the trajectory, giving linear enclosures
{F‘/“,y(’)/“,[—6”“,6‘/“],H”"} of the two manifolds in
the neighborhood of a suspected transversal homoclinic
point of the map. In practice, one calculates these iterat-
ed linear enclosures from

yS2(F YWi(xs), H2F WYWix, (18)

y4OF¥(x¥), H'2(FN'(xY, (19)
where

x:/“:=xf,/“ _+_Ks/u[__8s/u,8s/u] . (20)

From the solution (x,,d*,d") of the system of linear inter-
val equations,
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a rigorous verification of transversal intersection of the
two manifolds is obtained if

s/ C[—87487"] . 22

In this case, x;, is a valid enclosure of the corresponding
transversal homoclinic point, and the chaos proof is per-
fect.

We note that the chances of a successful chaos proof
depend crucially on a good choice of the iteration num-
bers N*/* as well as the parameters t§’*, and &° /4 as ex-
plained in [3]. If this is not done carefully, the enclosure
(22) will not hold, and no conclusion can be drawn. Of
course, if no homoclinic point exists in a neighborhood of
the suspected point, (22) will be violated no matter how
the parameters are chosen.

B. Interval enclosures for Poincaré maps

Our strategy to enclose transversal homoclinic points is
based on the possibility to calculate narrow interval en-
closures for F(x) and F'(x) of a given mapping F for any
interval x. Several methods to calculate such interval en-
closures for explicit functions are discussed in [2]. In the
case of a Poincaré map Fy of the Thiele-Wilson system
(an implicit function), we can construct interval enclo-
sures of F(x9,x9 for any interval (x?,x9 through an in-
terval integration of the corresponding initial value prob-
lem. An appropriate method to calculate interval enclo-
sures of the solution of an initial value problem (with in-
terval initial value) for a series of equidistant time points
t,=nh (n=0,1,...) was developed by Lohner [15].
With the help of such a program, interval enclosures of
Fg(x9,x9) are established in the following way.

For a given interval vector (xJ,x9), we construct a
complete initial interval for the integration by setting
x9=0 and calculating xJ as the interval enclosure of the
set u(x9,x9,x3,E), where the function u is defined by
H(x,,x,,x3,u)=E and H(x) is the Hamiltonian of the
system in terms of the Poincaré coordinates x.

We then integrate the initial value problem, obtaining
interval vectors x(;) until we find a time point ¢; such
that

max x,(¢;)<0, min x,4(¢;)>0, (23)
min x,(¢;,)>0, min x4(¢;,,)>0. (24)

By continuity, there is a time ¢ €[¢;,¢; ] such that the
trajectory x(t) satisfies x,(2)=0, x4(¢)>0. To improve
the accuracy, we restart the integration with a smaller
steplength from the initial value x(¢;). As a result, we ob-

j
tain two new numbers j, and j, such that

max x,(¢; )<0, min x,(t; )>0, (25)

min xz(tj2)>0 , min x4(tj2)>0 . (26)
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From this we conclude that with
jz J2
yi= U x ), y3= U xs(y), (27
=] =

the interval (v9,y9) is an interval enclosure of F(x9,x9).
The construction of interval enclosures of F' for a
given interval x is performed in a similar way using

ax; (1) _ 0g;(x)
ax,(0) 2T T oy

M ()= (28)
J

Here L(x) is known and M(t) can be found from an in-
terval integration of the extended initial value problem:

x(t)=g(x(¢)), M(t)=L(x(t))M(z), (29)

with initial values x(z=0)=x° and M(t=0)=1, the
4 X4 unity matrix. With these definitions, we find that at
some time point ; with x,(¢;)=0 and x,(¢;) >0, we have

My (1) My(t))
T My (1) My(t)

ix(X?,x‘s’) '12(x(1)»x(3))

F'Zl(x(l)’xg) FIZZ(x?:xg)

(30)

VI. NUMERICAL RESULTS

In this section we present the numerical results that
lead to a rigorous verification of chaos in the Thiele-
Wilson system. All interval calculations were performed
on a IBM 3090-180 computer where the programming
package ACRITH—-XSC [16] was available to us. An
ACRITH version of the AWA program for the interval en-
closure of initial value problems, described in Lohner
[15], was provided by this author, and some special
ACRITH programs (implementing the ideas described in
[3] and in Sec. V) were written by us.

The numerical calculation of interval enclosures of F
and F' of a Poincaré map with the AWA program is a
very CPU time consuming procedure. With reasonable
choices of the step size and order parameters of the AWA
program, the performance of only one time step ¢, —¢, 1
of the interval integration of the initial value problem
took about 8.5 sec machine time. To compute one itera-
tion of the mapping Fy took about 2 h machine time.
The computation of the derivative Fj is even more time
consuming and took about 8 h machine time. To per-
form all the calculations necessary to rigorously enclose a
transversal homoclinic point—including all unsuccessful
trial calculations—took us about six months real time
and used about 2000 h CPU time. However, this slow-
ness seems to be mainly due to the implementations of
the interval arithmetic and of the version of the AWA pro-
gram available to us, and not to the inherent complexity
of the enclosure problem.

In the presentation of our results, we follow the nota-
tion of [3] in order to allow for a comparison with the de-
tailed discussion therein. Thus from now on, the variable
t no longer denotes time, but rather the variable
parametrizing the manifolds. We concentrate on the
Poincaré map characterized by the choice (cf. Fig. 5).
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E=—1eV,
n1=—n2=1m—l, (31)
a;=a,=0.8X10"%m .

This map has a fixed point at x*=(0,0) which corre-
sponds to the symmetric stretch of the Thiele-Wilson sys-
tem. From the calculation of an interval enclosure of
F'(Q)°) for the box

[0,2.605%X 10~%]
[0,1.139X1078]

’ (32)

we obtain a linear enclosure of the stable manifold
WS(x*) in Q° with the help of Theorem 1 in [3]. This
linear enclosure is characterized by the outward rounded
values

[0.91628003,0.916281 10]

K°C 110.400536 67,0.40053744] | ° (33)
35C[0,2.84301733X1078] (34)
for the intervals K* and 2°. Similarly, putting
[0,2.068 X 10%]
= -8 (35)
[—1.489X1078,0]

and calculating F'~(Q¥), we obtain a linear enclosure of
the unstable manifold W*(x *) with the outward rounded
intervals

[0.81156639,0.811567 859]

K*C |1 —0.584259 51, —0.584 258 867] | * (36)

3“C[0,2.548 158 74X 107 8] . (37
Taking the free parameters of the method (cf. [3]) to be
t5=2.5846351X1078, 8=2%X10"", N*=10, (38)
t§=2.3159704X 1078, 8“=4X10"12, N*=9, (39)

we transform pieces of these two linear enclosures into
the neighborhood of the suspected homoclinic point near

(x1,%3)=(—0.32,0.21)

(cf. Fig. 5), in order to obtain linear enclosures of the
stable and unstable manifolds in the neighborhood of this
point. The calculations lead to the outward rounded
values

[—0.32178708,—0.32178579]

¥oS | [0.20750533,0.20750587] | (40)

[3.390202 18X 107,3.391 23021 X 107]
= [[1.37289231X107,1.37400800X 107] | ’ (41)

[—0.32178670,—0.321786 34]

o€ , (42)
[0.207 505 48,0.207 505 68]
—1.10281959X 107, —1.102 71937 X 107]

H'C p p 43)
[5.834074 79 X 10%,5.835 086 63 X 10°]
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for the intervals that characterize the iterated linear en-
closures. Finally, the solution of the system of linear in-
terval equations reads

[—0.32178727,—0.32178574]

[0.207 505 19,0.207 50595] |’ (44)

x, C

d*C[—2.68371699X107'4,2.29433464X 107 1*], (45)

d“C[—6.85118700X 107 14,6.494 45838 X 107 '4] . (46)

We conclude from d*/*C [ —8°/%,8*/*] that x,, is an inter-
val enclosure of a transversal homoclinic point of the
map, proving the Thiele-Wilson system to be chaotic.

VII. CONCLUSIONS

A Poincaré map like that of Fig. 3 will normally con-
vince a physicist that a dynamical system is chaotic,
though this is no proof whatsoever. Further
confirmation can be obtained by showing—Dby standard
numerical integration with approximate error control—
the existence of an unstable fixed point of the system un-
der discussion plus one homoclinic point, as Berblinger
and Schlier [5] have done for the Thiele-Wilson system.
No physicist will doubt such a proof of chaos.

But if one wants mathematical rigor, one must addi-
tionally believe that some shadow theorem is applicable,
or that the world is continuous anyhow. It is therefore
gratifying that the implementation of modern interval ar-
ithmetic on computers (carefully employing directed
rounding and the like) allows one to go one step further,
and make such proofs mathematically rigorous. Like
other mathematical proofs, only human errors (in the im-
plementation of interval arithmetic, or in the special pro-
grams needed for the problem) can make it invalid.

In this paper we have shown for a simple molecular
model with two degrees of freedom that such a proof of
chaos can indeed be implemented. The techniques used
in this and the former paper [3] are quite general, and can
be modified easily for other systems. We feel that they
are more general than the pioneering chaos proof by
Rod, Pecelli, and Churchill [17] for the Henon-Heiles
system. Still, it is clear that for the physicist an amount
of rigor like that applied here will remain an exception.
More generally, however, this example shows that inter-
val methods to establish rigorous numerical proofs are
now available to physicists, and may be useful in other
fields, too.
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