Voice Assistants’ Response Strategies to Sexual Harassment and Their Relation to Gender
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Abstract

Current voice assistants are predominantly modeled as female and often respond positively to sexual harassment, which according to UNESCO has the potential to reinforce negative gender biases and stereotypes. In the following study, we evaluated alternative responses to sexual harassment and their relation to the assistants’ gender. In an online study, 77 participants rated the appropriateness of the assistants’ responses to sexual harassment while the gender of the artificial voice was manipulated and compared the ratings to appropriateness scores collected with no voice-based gender information present, i.e. text-only. Results showed an interaction between gender and the response category. We found that the perceived appropriateness changed when spoken by a male voice, in accordance to previous no-voice ratings. However, we observed no clear difference in appropriateness levels when spoken by a female voice. We assume that this relationship is due to conflicting stereotypical expectations regarding women’s responses to sexual harassment – where neither response is considered appropriate.

1 Introduction

A recent report by UNESCO raised the question whether voice assistants’ replies such as “I’d blush if I could” are an appropriate response to sexual harassment [1]. Voice assistants are artificial agents that communicate using speech. They are often designed to have female voices and names and act subservient [1–3]. According to the UNESCO, a wide variety of problems result from this dominance of female-only voice assistants, including the reinforcement of gender stereotypes and biases, the perception of females as tolerant of poor treatment, and the normalisation of harassment [1].

Indeed, sexual harassment (i.e., unwanted behavior of a sexual nature [4]) is a prevalent problem in interactions with voice assistants, with numbers reported from 5 [5] to 10% [6]. Voice assistants themselves are unlikely to experience harm through this form of gender based violence. However, abuse should still be discouraged as previous research found that human-machine interaction can transfer to human-human interaction and there is thus the possibility that this behaviour is promoted towards people [7].

Until recently, voice assistants often playfully deflected abuse or even responded positively [8]. Similar results were found by [5], where 22% of responses were labeled ‘positive’, including flirting, playing along or joking. In a follow-on study, [9] evaluated the “perceived appropriateness” of responses of current conversational systems to certain types of abuse using crowd-based evaluation of text. Their results showed that polite refusal was found to be most appropriate while flirtation and retaliation were perceived least appropriate [9].

In this research, we investigate the influence of the interlocutors’ gender on what response is deemed to be appropriate. Previous research on human-human conversations found that the perceived appropriateness of an utterance in emotionally charged contexts, such as abuse, is influenced by gender – possibly due to gender role stereotypes and gender expectations [10–15]. Similarly, research in human-robot interaction investigating gender stereotypes and gender biases found that stereotypes are also applied to robots [16–19]. Appropriateness might thus also be influenced by both the gender of the voice assistant as well as by the gender of the participant. In the
following study, we investigate whether the perceived appropriateness of responses to sexual harassment of voice assistants is influenced by the gender of the voice assistant, participants’ gender, and the response category.

2 Data collection

2.1 Sample

We conducted an online study with 77 (57% male, 43% female, $m_{\text{age}} = 33.5$, $SD_{\text{age}} = 11.4$) crowd-working participants using Prolific [20]. Participants were native English-speakers from the United Kingdom (53%), the USA (35%), Australia (6%), New Zealand (3%), and other countries (3%).

2.2 Methodology

Participants were asked to rate the social appropriateness of eight audio recorded responses (e.g. “I like you, as a friend.”) to sexually sensitive prompts (e.g., ”Do you want to kiss me?”). The text stimuli were collected by [5, 9]. The authors collected abusive utterances from users and used these to sample responses from a range of state-of-the-art voice assistants and chat-bots. The responses were annotated into 14 response categories and rated on appropriateness from crowd-workers. We selected a sub-set of the collected responses, where half of the responses belonged to the category labelled as ‘polite refusal’ and half as ‘flirtation’. ‘Polite refusal’ includes answers such as ”That is not something I feel compelled to answer”, while ‘flirtation’ entails answers like ”In the cloud no one knows what you’re wearing”. In [9], these two categories were on opposite ends of the spectrum: ‘Polite refusal’ was perceived highly appropriate whereas ‘flirtation’ lowly appropriate by their crowd-workers.

We then varied the gender of the assistant giving that response, using two male and two female British-English synthetic voices from Microsoft Word’s [21] Text-to-Speech feature. Each participant listened to eight prompts, presented in pairs of two. The presentation of prompts and voices was counterbalanced. Participants were asked to rate the social appropriateness on a user defined scale, in comparison to a reference answer labeled with an appropriateness score of 100. This methodology is also known as ‘magnitude estimation’ and was found to produce more reliable user ratings than commonly used Likert scales [9, 22].

3 Results

We calculated Cronbach’s alpha for the response categories ‘polite refusal’ and ‘flirtation’. Cronbach’s alpha was .56 for ‘polite refusal’ and .51 for ‘flirtation’. The appropriateness ratings were normalized on a scale of 0-1 to make the results comparable to [9]. Pearson’s correlations were calculated between all study measures and can be seen in Table 1.

Table 1: Means, Standard deviations and correlations of all study measures.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$M$</th>
<th>$SD$</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived appropriateness</td>
<td>0.34</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response category</td>
<td>1.50</td>
<td>0.50</td>
<td>-.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assistant’s gender</td>
<td>1.50</td>
<td>0.50</td>
<td>.04</td>
<td>.25**</td>
<td></td>
</tr>
<tr>
<td>Participant’s gender</td>
<td>1.57</td>
<td>0.50</td>
<td>-.03</td>
<td>.00</td>
<td>.00</td>
</tr>
</tbody>
</table>

To calculate the interactions, we ran a linear mixed effects model with perceived appropriateness as the dependent (continuous) variable and fixed effects for the factors of gender (sum-to-zero coded, male coded as -1, female as 1), response category (sum-to-zero coded, ‘flirtation’ coded as -1, ‘polite refusal’ as 1), and participant’s gender (sum-to-zero coded, male coded as -1, female as 1). We followed the advice by [23] to use a maximal random-effects structure. Therefore, the repeated measures nature of the data was modeled by including a per-participant random intercept and a random slope for gender, response category, and their
interaction. Additionally, all possible random correlation terms of the random effects were included.

The model showed no significant effect of voice assistant’s gender (Estimate = -0.017, SD = 0.009, F(1, 73.833) = 3.948, p = .051), response category (Estimate = -0.011, SD = 0.009, F(1, 74.126) = 1.229, p = .271), nor participant’s gender (Estimate = -0.009, SD = 0.014, F(1, 74.668) = 0.418, p = .520). However, there was a significant two-way interaction between voice assistant’s gender and response category (Estimate = -0.018, SD = 0.009, F(1, 73.671) = 4.169, p = .045), indicating a significant effect of response category for male voice assistants, but not for female voice assistants, see Figure 1. For male voice assistants, the perceived appropriateness changed according to the previously found appropriateness level of the response categories. Hence, polite refusal responses were perceived as highly appropriate while flirtatious responses were perceived as lowly appropriate. Surprisingly, for female voice assistants this pattern did not occur.

4 Discussion

We present the first study on how the perceived appropriateness of a voice assistant’s response to sexual harassment changes with the interlocutor’s gender. Our results provide first evidence that the perceived appropriateness of voice assistants’ responses to sexual harassment differs between male and female voice assistants. This effect may originate from conflicting gender role beliefs and gender expectations regarding female responses to sexual harassment. Females in our society face unrealistic standards and expectations [24, 25]. These standards might have resulted in neither response being perceived as appropriate, as potentially neither refusal nor flirtation were stereotypically considered appropriate response strategies for female voice assistants that face harassment. Further research is needed in order to understand why for female voice assistants the content of a response did not seem to affect the perceived appropriateness.

Ultimately, our results indicate that the gender of a voice assistant needs to be considered when developing future response strategies to sexual harassment. Response strategies might need to be adjusted to the voice assistants’ gender, in order to develop appropriate, assertive, and discouraging responses towards harassment.

4.1 Limitations

Limitations of the study include that the used voices were less natural than voices used by commercial voice assistants. Second, due to our analytic procedure no a priori power analysis was possible, which might have resulted in an under-powered study. Third, the extent to which the used voices were perceived as stereotypical female or male could have biased the ratings and should be assessed in future studies. Note that ‘gender-less’ voices are in general not considered to be a possible solution [3, 26]. Fourth, participants were not asked for prior exposure to voice assistants, which might have biased the ratings and should be assessed in future studies. Lastly, the magnitude estimation might have introduced a bias to participants, as the labeling of reference answers with a score of 100 might have evoked the impression of 100 being the highest appropriateness score. This is reflected through the raw data, as ratings below 100 were given more often than above 100. This is potentially problematic, as the reference answers belonged to a medium appropriately response category [9] and were expected to be perceived as less appropriate as
responses of the ‘polite refusal’ category.

4.2 Future directions

Previous research [9] found participants’ age and the severity of abuse to affect appropriateness ratings. These variables should therefore be included in follow-up studies. Additionally, following the recommendation of [9], it would be interesting to assess the perceived appropriateness of responses to sexual harassment in live interactions with voice assistants rather than using recordings, since actively being involved in the conversation could potentially change the perception. However, [27] made a first step into this direction asking the subjects to ‘act’ abuse. While this is not only problematic from an ethical point of view (participants did report to feel uncomfortable), it also means that the motivation for abuse was not genuine with a snowball effect on response ratings. In a recent study, [28] report an evaluation with real users from the annual Amazon Alexa Challenge. However, their study does not report on abuse detection accuracy and thus it is hard to know whether users have indeed been abusive. Related research shows that standard methods such as blacklisting words and using off-the-shelf tools (trained on out-of-domain data) show poor results on this task [29, 30].

5 Summary

To conclude, our study is the first study to present evidence that the manipulation of a voice assistant’s gender was associated with changes in the perceived appropriateness of responses to sexual harassment. Further research is needed to understand why, specifically for female voice assistants, the perceived appropriateness of responses differed from our expectations.
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